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AN ALTERNATE TO THE HURRAN (Hurricane Analog)
TROPICAL CYCLONE FORECAST SYSTEM

Charles J. Neumann, National Hurricane Csnter, Miami, Florida

ABSTRAGT

The HURRAN (Hurricane Analog) system is one of several techniques from
which the National Hurricane Center derives objective guidance prepara-
tory to the issuance of tropical cyclone track forecasts., One short-
coming of the HURRAN system is 1ts inability %o provide objective
guldance when insufficlent analogs are found, Accordingly, an alternate
regression equation system known as CLIPER (Climatology and Persistence)
was developed, This paper describes the derivation, application and
grrors of the CLIPER system.

INTRODUGTION

The National Hurricane Center (NHC) currently uses three semiindependent
compuierized techniques to provide objective guidance preparatory to the
isguance of tropical cyclone track forecasts, These systems, known as
NHC-67, HURRAN and SANBAR, provide estimates of storm displacement over
forecast periods extending to 72 hours.

The NHC-67 system (Miller, et al, 1968) and its predecessor, NHC~-6L
{Miller and Chase, 1966) has been in use at NHC for a number of years,
The system computes storm displacement from a series of regression
equations using predictors derived from the observed heights of the 1000,
700 and 500-mb surfaces,

HURRAN (Hope and Neumann, 1970) is an analog system., The recorded trop~
ical cyclone tracks back to the year 1886 are computer-scanned and those
with time and space characteristics similar to the current storm are
identified and displaced to a common origin, .The cluster of analog
storm positions at the various forecast intervals are then fitted to a
bivariate normal distribution, the ceniroids of these distributions re-
presenting the forecast track., Both HURRAN and NHC-67 use some persist-
ence in the early forecast pericds. ‘

SANBAR (Sanders and Burpee, 1968) is a filtered barotropic model with
input derived from grid-point values of the current 1000 to 100-mb
pressure weighted winds. Some "bogus! data are required to augment the
wind field in sparse data regions.,
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These three systems represent entirely different approaches to the
problem of troplcal cyclone forecasting, and each is capable of pro-
ducing displacement forecasts with vector errors ranging from near
zero to over 1000 n.mi, for the 72-hr, forecast period. It is not
unusual for the systems to follow widely different forecast tracks.,
Under such conditions, it is difficult for the hurricane forecaster

to make a decision as to which forecast track is apt to have minimum
error. Although objective guldelines are currently being used
(Simpson, 1971), the problem of which forecast track to follow, if any,
remains as one of the critical decisions for the hurricane forscaster,

PURPOSE

One obvicus solution to the problsm outlined in the preceding section
is to combine the good features of each of the two statistical schenes,
NHC-67 and HURRAN, into a single system. Such an approach led to the
original development of the NHC-6L system and is an approach currently
being taken {among others) by researchers at the National Hurricane
Center,

It is knowm, for example, that HURRAN does well with tropical cyclones
exhibiting "mormal" tracks. For the most part, storms south of 25°WN.,
befors recurvature, behave normally and are forecast well by the
HURRAN system. A detailed error analysis of HURRAN (Neumann and Hope,
1971) shows that the system does not do as well farther north, after
storm recurvature. NHC-67, on the other hand, because of its synoptic
data input (completely lacking in HURRAN) does relatively better than
HURRAN with increasing latitude.

One of the stated shortcomings of the HURRAN system is its insbility to
find sufficlent analogs for a track forecast in about one out of three
storms. This would prove to be a serious difficulty when one attempts
to statistically combine HURRAN with some other system, Accordingly,

an alternate system, known as CLIPER (climatology and persistence) was
devised. The system uses a series of regression equations fitted to
egsentially the same predictors used in the analog sense by HURRAN,

The primary purpose of this study is to discuss details on the derivation
of the CLIPER system and to present a preliminary error anslysis based
on the dependent data set. Conceptually, CLIPER was intended as a back-
up for HURRAN., However, as will be pointed out in a subsequent section,
CLIPER appears to outperform HURRAN in some areas,

THE DEVELOPMENT DATA SET

The basic input to bolth the HURRAN aznd the CLIPER systems are historical
gtorm track data residing on a magnetic tape maintained and continually
updated at the National Hurricane Center. These data were originally
compiled at the National Weather Records Center from data given by Cry,
et al, 1959, Further details on the data set are given by Hope and
Neumann, 1968,
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Both the HURRAN and CLIPER systems mathematically re-create the
original storm tracks from the digitized storm positions given on the
data tape. This is accomplished by locally fititing a third-order poly-
nomial to sach of four time-ordered storm positions with some addi-
tional smoothing to insure slope-continuity when moving to the next
polynomial., A somevwhat similar fitting process is discussed by Akima,
1970,  The HURRAN program reads the historical. data from either tape
or disk each time the program is executed. In the CLIPER system, the
tape is read only once and a series of multiple regression equations
are fitted to essentially the same predictors incerporated in RUHRAN,
Additionaly, CLIPER uses gtorm intensity as a predictor. This further
stratification contributes to a decrease in the standard error of the
CLIPER dependent data compared to the HURRAN dependent data,

In order to insure a homogeneous data set for each forecast period,

12 through 72 hours, all storms with recorded life histories of less
than five days were eliminated from the dependent data set, This
insured that for each storm there were at least three sets of 12
through 72-hour forecast positions and a previous 12-hour position from
which to derive persistence. All storms prior 4o 1931 were excluded
from the data, leaving a total of 3156 sets of dependent data on 286
storms over the LO-year period 1931 through 1970, Figure 1 shows the
geographical bounds of the CLIPER dependent data sample, Asg will be
discussed later, one must use caution when applylng regression equations
outside the time and space bounds of the dependent data sample,

THE RBEGRESSION ANALYSIS

For each of the 3156 sets of dependent data, eight basic predictors
were available, These, together with their means and standard dsvi-
ations are given in Table 1. The twelve predictands together with
their means and standard deviaitions are given in Table 2.

Table 1. Keans and Standard Deviations of the Eight Basic Pradictors
Predictor Symbol Mean  Standsrd Davistion
Initf{al Loog{tude Xo 68.4 13.4 dags.
Initial laticuda YQ 4.1 7.3 dege.
Initial E. to W. cosmponent II‘J -4 8.8 kes,

E. to W, component 12 hre. ago U2 -4.2 8.5 kts.
Inttial 5, to N. coumponent A\ 51 5.2 ktw,

S, to H. component 12 hrs. agoe V_u 4.9 4.9 ks,
Haximo wing - W L4 32.7 a.p.h,

Day number o 247.9 3.0 - J
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Table 2, Means snd Standerd Deviatfons (Nautical Miles) of the
Twelve Predictands

Predictand Symbol Hean Standard Deviation
12 hr. N/S displacezant# Dle 62 64

24 hr. N/8 displacement B'I'”. 128 124
H

16 br. N/S displacezeat D‘lJs 197 185

‘|48 hr. H/S displacezent DY&»B 270 245

60 hr. H/S displecesent DYSD 347 3¢y

7% hr. N/S digplacement DY72 429 2

12 hr, E/H diaplacement DX{2 -35 107

24 hr. E/W displacement sz:. -59 215

36 hr. B/W displacement D}Z36 -70 325

48 hr. E/W displacement DX"8 -8 438

60 hr. EfW displacemant sto -53 552

72 hr. E/H digplacement nxn -26 669

#Southward and westward motlon 1n negative.

Tne general form of the regression equation used here where DISP refers
to any given displacement in either the meridional (y) or the zonal (x)
direction is given by,

D = f -
ISP (Xo’Yo’UO’U_12’Vo’v-12’w’D) (1)

where the symbols have the same meaning as given in Table 1, If only
the observed values (as opposed to derived quantities or higher order
terms) of the predictors are used in the analysis then (1) takes the

familiar form,

- (2)
DISP = Cy+CyXy+OpYq+CaUntC)U g o+ OcV# eV o 5+ CoW+CgD

where the one-dimensional array C are constants. Equation (2) assumes
a linear relationship between DISP and each of the predicters, A better
estimate of DISP might be obtained by considering a higher order pre-
dicter function, For illustration, let DISP be a function of only cne

predictor R,
DISP = f(R). (3)
A non-linear estimate of DISP can be provided by the third order poly-

nomial, 5 3
DISP = £(R) = G0, RHC R+C, 17 (l)

Similarly, if DISP is a function of two predictors R and Q, a non-
linear estimate of DISP may be obtained from,

- - 2 3 2 2 2 3
DISP = £(R,Q) = C,+C;R+C,R7+C.R +0) Q+C QR+ CLOR ™+ C Q7 +CgQ R+ 007« (5)
6



Panofsky, 19L9, used polynomial (5) as the basis of an objective
analysis schems relating 500mb height to an x-y coordinate system,

Note that the number of constants {and terms) on the right side of

(L) and (5) increased from L for one predictor to 10 for 2 predictors.
As additional predictors (P) are added, the number of terms (T) in-
oreases according to the rumber of combinations of P+3 distinct predic-
tors taken 3 at a time and is given by,

T = (P+3)1/6(P1). (6)

Since one of the terms always includes an intercept value, the number

of predictors is given by T-l. If all 8 basic predictors are included
in the third-order polynomial representation of (1) there are a total

of 165 possible combinations involving the producis or cross-products

of the original 8 predictors. The individual terms can be obtained from,

8

DISP(Py,Pres.Pg) = Zc P. 91 C s .
l’ 2 8) ( Jl J8 . 1 1 ) (J1+32+"°'J8 = 3) (7)

,jluo 38 i:l
where array C are constants.

PREDICTOR SELECTION

In the initial stepwise miliiple screening regression run of the type
described in Efroymson, 196L, the analysis was continued through all

of the 18l predictors given by (7) regardless of the reduction of
variance provided by each predictor. Fven with all 16k predictors in
the regression equation, F-test criteria (Burington and May, 1958) still
showed statistical significance at the 1 percent level, the loss of the
degrees of freedom being compsnsated by the large nmumber of cases. The
plot marked "AM" on figure 2 shows the reduction of variance provided by
fitting (7) to each of the 12 predictands where the reduction in
variance (RV) is given by,

RV = R;?; 1.0-(SE/SD?) (8)

where R, is the multiple correlation coefficient, SE is the standard

deviation of the predictand about the regression function (standard
error) and SD is the standard deviation of the predictand about its
mear,

In order to assess the partial contribution of smaller groups of
variables, the regression analysis was also carried ocut by forcing oui
of the regression all terms other than those involving initial motion
and day number (plot B on figure 2) and again by forecing out all terms
other than those involving initial position and day number (plot ¢ on
figure 2), As pointed out by Mills, 1955, such a procedure of elimina-
ting the effects of some of the variables can provide considerable
diagnostic information.

-7



ZONAL MOTION MERIDIONAL MOTION

00 ——T—T1—T17T1T 1 1001717171
a0~ 90—
8o}- 80
Lt w
S 7ol 9 70f-
S L=
= T E T
s | 3
z 60[ 1 =z 60
P e . s SN -
5 [ T :
Eso- (C) -k sof
o o |_
[=] - - [a]
ket w
ol o
W 4o 4 . 9oF
(0] . (U]
a | 1l a L
- -
= =
& 30 - Y a0l -
T | &
o 1 « B .
20— - 20 —
i . i {C) 1
10 . S N S
B i . F J
[ T DO ol 1 41|
O 12 24 36 4B 60 T2 0 12 24 36 48 60 T2
FORECAST PERIOD (hrs) FORECAST PERIOD (hrs)

Figure 2., Reduction of variance (%) vs. forecast period using A,
all 164 predictors; B, the 19 predictors involving initial motion
and day number, and C, the 19 predictors invelving initial position
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In the broad sense, figure 2 points out thal the meridional motion
is statistically less predictable than is the zonal motion., This is
particularly true in the extended forecast pericds. This strongly
suggests that variations in the envirommental sitsering mechanism, not
accounted for in the CLIPER system, affect the meridional motion more
than the zonal motion, Accordingly, the addition of synoptic pre-
dictors to CLIPER (or HURRAN), to be reported on in a separate paper,
should be expected to improve the meridional forecast more than the
zonal forscast.

The rsductions of variance shown in figure 2 are the greatest which

can be realized by knowing the precise values of the appropriate basic
predictors listed in Table 1, OQObvicusly, the total reduction would be
less 1f the input data were indepenrndent rather than dependent., The
relatively high reductions of variance provided by the persistence and
day number function (plots B) point out the extreme importance of
krnowing as precisely as possible the initial and past motion of a storm.
In this comnection, Hops, 1971, presents data showing that the accuracy
of storm center location is a direct function of the number of aircraft
fixes,

Plots C on figure 2 show the reductions in variance provided if onty
the initial position and day number are considered in the analysis,

This information appears to be moderately useful as a tool in reducing
the variance in zonal motion but is practically useless as a tool in
predicting meridional motionr. That is to say, there is apparently no
statistical way of improving on a forecast of meridional storm displace-
ment by simply knowing the latitude, longitude, and time of year.

ELIMINATION OF NON-SIGNIFICANT PREDICTORS

Many of the 165 terms generated by (7) are highly inter-correlated and
do not significantly reduce the variance. Subsequent computer runs
were programmed te terminate the regression analysis when a total of 9
predictors from the original 16l had been selected for inclusion in the
multiple regression equation., This was usually comparakle to termina-
ting the analysis when an additional predictor failed to lower the
variance an additional one percent. Tables 3 and L show ths resultant
predictor selection order and the assoclated reduction of variance for
both zonal and meridionsl motion. As expected, persistence, based on

Table 3. Predictor Selection Order and Reduction of Varlance (Percent)
for Bast/Weat Digplacement

Fredictor Predictand
DX DK DR "DE Lx [
12 24 kL 48 60 72

1¢94,3) | 1.{84.9)| 1(76.8) | L1(6B.6)| 1{(61.4) | 1{55.1}

1u

[

u,, 2 (0.9}
¥ 209 | 2| 200 260|268

=

vo 3 {0.8) I AL 3 (2.8)] 3 (3.8 ] 3 (4,5
vy 4 (0.6)
0 -12

YVU SO0 4 Q] a2y | s 20
04 -12
xc 5 (0.5
Total
Reductfon]| (95.1) 87,2y {82.%) (76.9) {72,6) (69.4)




Table 4, Fredicter Selection Order aad Reduction of ¥ariance (Parcent)
for North/South Displacezent

Predictor Pred

oY DY DY oY DY B |

12 FLl 36 48 &0 72
VD L8743 | 1(69.4) | 1457.4} | 1{46.3) | L{37.0) | 1(29.4)
V_n {17
2
VOV_“ 2 (0.6}
W_u 3 €0.9)
Voh’ 2 {0.9) |2 {L.4) |2 (L8 |2 (.0
2,
Vo V_u 3 (1.1)
LA (LS |3y |3 @
nzv_:z 4(0.3) |4 (0.7 |4 (0D
uun2 540.6) |5 (0.8) (5 (0.9)
7% 6 (0.5)
WOy
12 ) 7 (0.5}

Uu 8 (p.5)
p? 9 {0.5)
Total
Reductfon (89.0) (r0.6) | (59.4) | (50.3; {42, 2} (36,9

current storm motion was selected as the prime predictor for sach of
the 12 displacement forecasts. Latitude (YO) was selected as a
secondary predictor on meost of the zonal displacement forecasts but
neither latitude nor longitude (except in combination with other pre-
dictors) was selected as significant in the case of the meridonial
motion. Alsc significant is the fact that all eight predictors or func-
tions thereof were selected for meridional displacement but only initial
position and motion were selected in the case of the zonal displacement.,

It 1s difficult to physically reason why some of the higher order terms
were selected for retention in the prediction equations and others were
not, Although the correlation coefficient matrix is available for
study and is included as Tables 5, 6, and 7, complex inter-correlations
between predictors and predictor functions make such an analysis

Table 5. Linear Correletion Coefficlenta Between Baslc

Predictors snd Predictands

Y Yo | L % Lo "
nY]z 0,75 0,93 0.16| 0.85 0.04 | 0.260] 0.13 | -0.0%" Table &, Lisear Corrvalations Eetwaen the Baaic Predictors
or, | 0.23| 0.83] 0.24| v | 003 [ 018 016 | -0.03 Y% | Yy | Y |V % | % | ¥ v
or | o.21| 076 013 0.5 0.03| 0.17| 0,18 | ~0.02 Yy | 209 0.6 091 T 0.2 T0.19F 0.64 [ 0.64[7 0.07
vr, | o.20| o.68| 0.1z 045 | 0.02 | 0.16| 019 | -0.02 i 1.00 | 0.9 | 0.78 [ 0.04 | 0.24 | 0.12) -0.03
pi, | 09| o.61] 011 | 0,43 | 0,02 | B1s| 0.20 | -0.01 Y .00 ) 0.23 | 0.17 | 0.62 | 0,02 .07
oy | 018 o.sé| o1 0.38| 001 | 0a8] 021 | -0.0 Yo 1.00 10,05 | 0.30 | 0.09] -0.05
o losu| 0.30] o.84| 0.32| 0.2t | 0.63] 0,05 | .07 X 1,00 | 0.01 | 0,03 -0.22
px, | os2] o.33] o.mr| 035 | 023 | 06| 0.06 0.08 L L.00.| @191 0.02
x| e.08| 037 o.76| 0.38 | 0.23 | 0.7 | 0.07 0.08 v L.oo| 0.12
px, | 0.83] 040 0.72| 0.20 | 6.2 | 0,68 | 0.09 0.08 R 1,00
o | 078 | 01| 0.8 040 | 0.2¢ | 068 011 0.08
px, | 0.76| 0.42| o.65 | 0.4t | 0.2 | 0.68 [ 0.12 0.08
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Table 7, Llssaw atgkrgj_o‘n_{'zetw-en Frodiectanda
le Dqu ™| e men M, °E . szﬁ Dxae Do | Mool on
12 1.0 R1 A7 ] WTL 64 .29 EX] 36 .40 Y] .43
DYZH 1.0 06 .90 .82 75 46 BEE] 37 W41 g K1)
DY35 1L.o | .97 .91 .84 .25 EF) 37 &L A5 ) .47
DYHB 1.9 98 92 .25 .30 L3686 | L4l 65 48
DYW .0 .98 .23 [.,29 .35 | .40 | .45 |48
DY72 1.0 .22 .28 34 .39 A .47
DXIZ L0 .97 .?3 89 .84 80
DXZH 1.0 .98 95 . 9L .87
DKJG 1.0 +99 .36 192
DXQB 1.¢ | .99 » 96
Dlso 1.0 | .99
3172 1.0

extremely difficult. Some insight into the complexities may be
realized by considering Table 8. The table shows that neither day
mumber, day number squarsd, nor day number cubed, considered singly,
correlates significantly¥® with storm displacement., However, by taking
these terms in combination in polynomizl form, a much better and
statistically significant multiple correlation coefficient is obtained,
The solution to the 24-hr fitted polynomial is shown in figure 3.

Teble 8. Cerrelation Coeffficients Between Predictands and
Selected Functioas of Day Kumber
FI(D) F2(D) FI(D) F4(D) F5(D)

DY12 ~0.03 -0.05 0.04 0.09 0.09
DYZ« -0.03  «0.07 Q.04 0.10 0.10
DY35 -0,02 -0.08 0.05 .11 0.11
DYMB ~0.02 -0.09 0.0% 0012 0,12
DYsu «0.01  -0.10  0.06 0,13 0.13
D\.’_,‘2 -0.0L -0,11 0.08 0.14 0.14
Dxl2 0.07 0.12 -~0.02 Q.21 0,23
szh 0.08 0.11 -9.02 0.20 0.22
sts 0.08 0.11 -0.02 0.19 0,21
DXMB 0,08 0.10 -0.02 6.14 0.20
stc 0.08 0,09 -0.01 0.18 0.20
DX72 0.08 0.0¢ -0.01 0.17 0.19
¥i{p) =D

¥i{p) = p?

730} = p?

Pi(D) w c‘ + .cz(a) + G’(n)z

P = ¢ 40 @ +C @+ @

#*Considering the 3156 cases in the data set, statistical significance
starts with correlation coefficients between plus or minus 0,05,
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Figure 3. Twenty-four hour zonal storm displacement (DXgh) as a function

of the third-order polynomial invelving day number (D). June 1 is day
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Two further examples of non-linearity between predictand and predictors
with increasing complexity in the eguations are provided by figures L
and 5. TFigure lj shows the solution to the third-order polynomial
relating the 2L~hr, zonal storm displacement (DX, ) to initial latitude
(Yo) and day number (D). Figure 5 gives the 36—%9. meridional storm
displacement (DY 6) as given by the third-order polynomial involving
latitude (Y,), longitude (X,) and day number (D), In each of the
figures, 3, L and 5, the non-linear fit shows considerably greater
statistical significance than does the linear fit., It is quite evident
from the curvature and the non-linear gradients in the figures why this
is so,

THE FINAL, PREDICTION EQUATIONS

Tables 3 and 4 showed that, depending on time, between two and five
predictors were selected for retention in the case of zgonal motion and
two through nine were retained in the case of the meridional displace-
ment, Through considerable experimentation, it was found that a more
realistic forecast track, that is, one free of umnatural discontinuities
could be obtained by including all of the predictors (seven for zonal
motion and thirteen for meridional wmotion) in each of the two sets of
prediction equations. For zonal motion the six final prediction
equations are given by, 6 8

Diyos = G131 Ci,3P; (9)
i=l j=2

where the constants C. . and the predictors P. are given in Table 9,
For meridional motion,’*the six displacement équations are given by,

6 1k
DY¥yoi = C4,1 :E: :E:Ci,ij (10)
- i=1 j=2

where the constants and predictors are listed in Table 10. Both (9) and
(10) give the displacement in units of nautical miles with westward and

Teble 9. Yalles of Constanta C(I,J) for Zonsl Hotlon
c(1,

k] [2 8] Inl 1aZ 13 1=k =5 1=6

1 --- (Intevcept}| -3.52591 | -13,12383 | ~28,48136 |-44.13759 | -55.809%3 | -60, 23074

2 Uu 13.69309 | 23,30256( 32.37355 | 38.93667 | 43.27097 | 4&6.26022

U_‘\2 ~2.63735 | -3.21553| -5.34206 | ~6.81978 | -7.86100 | -8.508%0
Yo-Zh ¢.8£513 3.58451 6.07386 | 14.10797 | 21.27143 | 29.11625
VD 0,68678 3,94936 9.32124 | 16,35476 | 24,0752 | 32.91178

VOZU 12 -0.00217 | -0.00786 | -0.01318 | -0.C2967 | -0.02254 | -0.02182

(YO-Z&)VOU_I2 -0.00060 | -0.0067¢| -0.0204: | -0.03853 | -0.039%2 | -0.03554

@ o o W

30-68 0,12473 0,51356 1.04462 1.69802 1.47757 3.29118

gouthward motlon considered negative. Obviously., some of the constants
are too small to contribute much to the shorter range displacements.
Their inclusion, however, greatly simplifies programming the equations

for a digital computer. 10
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E?‘abke 10. Valuss of Constsots C{I,J) for Meridiopal on
‘ £{L.J) ,
7 O I=1 1=2 T=3 1=% I=5 T=6

1 |-~ (Intercept) 7,60553 | 30,0846 | 67.69324 |120,27143 | 186.02612 | 263.15653

Z|V 13.5990% | 22,91538 | 31,94291 [ 38.94701 | 44.48386 | 48.4173L
v

3]V ) 257513 | ~2.48460 | -3.69760 | -4.38088 | ~4,7298 | -4.45666
4 v;::_lz)z <0,00019 | 0.00497 | 0.00967 | ©.01323 | 0.01074 | 0.01127
3| @y 0,00450 | 0.00930 | o.00956 | 0.02203 | o.o3zoe | o.04297
61V (#-71) 0,00226 | ©0.02511 | 0.06322 [ 0.09532 ) 0.13383 ] 0.16962
7 v:2v_ ) -0,00149 | -0,00784 | ~0.01332 | -0.01664 | -0,01607 | -0.01748
(t-zé;zvo -0.00027 | -0.00598 [ -0.01611 | -0.03201 | -0.04865 | -0, 06486
9| @-2uH_ © -0,00007 | -0,00035 | -0.00073 | -0.00122 | -0,00172 | -0.00222
20 (v (0-208)2 0.00004 | 0,00016 [ 0.00023 | 0.00032 | 0.00036 | 0.00038

11| (¥ -24)2(0-248) -0.00020 | -6.00100 | ~0.00281 | -0.00546 | -0.00877 | -0.01268
0

12 (H—H}(D-!{B}\‘_u 0,00008 | 0.00048 | 0.00115 9.00187 0.06271 0.00369

13{ 0 0,16306 | 0.38795 | 0.89408 | L.66666 | 2,76818 | 4.12125
[+
14| (D-248)7 -o.coo?fg\-o.oous7 -o.oozxa} ~0.00435 LA-o.uoraz -0.01102

Bach of the 12 prediction equations is highly statistically significant.
The maximum F-value of 9670 was associated with the 12-hour meridional
displacement while the minimum F-value of 1h3 occurred with the 72-hour
zonal equation,

Examples of CLIPER forecasts generated by equations (9) and {10) are
shown in figure 6, Torecast tracks A and B represent two extremes of
performance on independent data for the 1971 hurricane season, Track A
(EDITH) was extremely well forecast by CLIPER, Typically, forecast
systems lacking synoptic input perform well in such scutherly latitudes
where synoptic steering parameters show little percentage change.

Track B, on the other hand, (GINGER) was poorly forecast beyond 2L hours,
This is a prime example of a highly anomalous track which cannot be
anticipated by the system.

Storm tracks C, D and E on figure 6 are fictitious and were selected to
illustrate some additional performance characteristics of the system,
Storm C is initially stationary on October 1 with a maximum wind of

50 kts. CLIPER keeps the storm center essentially stationary for the
first 24 hours and provides for gradual north-northeastward accelera-
tion thereafiter, Storm tracks D show the differences when the initial
maximum wind is L0 kts, (positions circled) and 100 kts. (positions
indicated by squares) with otherwise similar input data on September 15,
It can be noted that the zonal displacements are identical whereas the
storm with the higher maximum wind has been forecast approximately 3
degrees farther north in 72 hours., Finally, storm track F illustrates
how CLIPER would perform cn a highly anomalous initial storm movement
towards the southeast on September 15,

-16-
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ERROR ANALYSIS ON DEPENDENT DATA SAMPLE

Average errors, Tables 11 and 12 present values of the various error
parameters for both the HURRAN and the CLIPER systems, Although the
data in Table 11, having been extracted from Neumann and Hops, 1971,
are a subset of the data contained in Table 12, the periods of record
are of sufficient length to mske them statistically comparabls., The
data have besen stratified into three main groups. Type-1 storms were
those having an initial westerly component of motion, type-2 an
initially easterly component of motion, while type-~3 includes all the
cases. The rationale for this stratification was to separate those
storms which had recurved from those which remained in the easterlies.

The essential difference in the errors of the two systems are illus-
trated in figures 7 and 8., Insofar as the mean vector errors are con-
cerned, it can be noted that although HURRAN is somewhat better than
CLIPER for storms having an initial westerly component of motion
(figure 7), the two systems, on the average, give quite comparable
reosults, However, for the storms having an initially easterly compo-
nent of motion (figure 8), the CLIPER errors are significantly less
than those given by the HURRAN dependent data set,

A s%ill more definitive breakdown is afforded by plots B and C of
figures 7 and 8, Here it can be noted that greater differences between
the two systems occur in the case of 36 and L8-hour meridional motion
of type-2 storms with the CLIPER errors clearly lsss than the HURRAN
errors, The latter outperforms CLIPER only in the case of the zonal
component of storm motion prior to recurvature (figure 7,B). It should
be noted however, that the type-l storms are usually the type which
affect land areas over the Caribbean and the Continental United States,

Errors as a function of initial storm motion, As suggested by figures
Y and 8 and as pointed out by Neumann and Hope, 1971. +he vector
errors (E) are a function of the initial orthogonal components of
storm motion (U, ,V,) such that,

B = £(U,V.). (11)

Representing this function by a third-order polynomial,

B(U,,V,) = zz:cionlVoJ (i+5<3) (12)
i,]

gives an expression which, when expanded,yields ten terms and 10 con-
stants, C , Ten normal equations are required to solve for these
constants by least squares techniques. Figure 9 shows the graphical
solution of the resultant regression surface for the 36-hour vector
errors. The elliptical boundary to the analysis represents the 99
percent data envelope assuming the joint distribuiion of U, and Vo 1s
bivariate normal., Ezekiel, 1941, points out that serious errors can be

~18-



Table 11, Summary of HURHAN performance on dat

3 sample extending from 1945 through 1$69,

Type 1 storma Typo 2 atorms Typs 3 otores
(Initial westward component)| {Initial eastward componsnt) | {All casas)
Porucast period (hr) 2 2 36 18 72 2 36 48w 2 2 36 s 7
Buchor of casea 403 401 382 367 37 225 220 200 184 T 628 421 82 K31 394
Hesan vactor errvor {n,mi,) | 24 62 115 180 327 40 125 24,1 35h 5% 30 BL 158 23, 372
Standard deviation of 15 37 69 1R 226 25 T4 132 187 304 21 61 113 161 259
errors {n.mi,)
Hean U cozponent error «1 =1 0 -2 9 -1 =5 =25 =25 oh% 1 2 -9 -8 -2

{longitude) bias* (n,ml.)

Yean ¥ component erroer
(Llatituda) dbias* {n.mi.)

-2 5 T 8 o]

3 ¢ -5 10 82

2 L3 9 17

Standard devistion of 21 51 95 151 284 3 193 193 282 504 2 7 137 201 338
U cozponent error {m,mi.)
Standard deviation of 19 51 95 19 279 33 19 195 283 376 25' 73 138 20 302
¥ componsnt error (p.mi.)
Kean Absolute valus 15 3% 7 118 219 26 80 152 225 410 19 5% 100 151 256
U compensnt srrer (n.mi,)
Hean Abselute valus 15 KL 76 Wb 210 26 81 155 227 32 19 55 103 150 23}
¥ cozmponent serrer {n,mi.)
Table 12, Sumary of OLIFER performance on data sample axtending from 1931 through 1970,
Type 1 storms & 2 storms Type 3 atorms

Forecast peried {hr)

(Initial westward component)
12 an 3% W8 TR

Typ
{Initial eastward component)
iz 24 3% 48 72

T
(A1l casas)
2 2, 36 48 7

lumber of cases
Mean vector error {n.mi.)

Stardard deviation of
errors (n.mi,)

Kean ¥ component serror
{longitude} bias¥* (n.mi.}

Hean ¥ component error
(latitude) blas* (n,m.)

Standard deviation of
i component error {n.mi.)

Standaprd deviation of
¥ component arvor (n,mi.

Mean Absoluta valus
U cozponant errox {n.oi.)

Mean Absclute valua
¥ component error {m.mis)

21 65

#Porecast nirua observed,

2130 2130 2130 2130 2130

2 70
% K B4

124 190 34

124 222

ne 1 ng
17 55 95 141 252
15‘ 43 B& 135 245
12 4K 7 107 192

1026 1026 1026 1026 1026
30 100 190 250 508
24 75 126 178 286
2 -8 -13 -8 -3
2 3 -6 -1l -2
26 94 A7L 287 Lhé
26 8 150 221 37
19 68 129 200 359
20 63 115 173 29y

3156 3156 3156 3156 3156
25 80 1Lp =22 395

18 61 104 151 257

23 76 136 207 36
21 66 16 172 298
16 55 101 156 282
15 47 85 128 225
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Figure 7. Dependent data forecast errors (n.,mi.) for the HURRAN and
CLIPER systems for type 1 (initial westerly component) storms.
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realized by attempting to apply such a regression function outside the
bounds of the dependent data sample; hence, the elliptical constraint.,

To use figure ¢, one enters the polar diagram with the initial speed
and dirsction of the storm. With an initial storm motion of 300/09,

for example, the HURRAN system can be expected to yield a 36-hour vector
errvor of 100 n.mi., while CLIPER gives about 115 n.,mi, Figure 9 points
out the exact areas over which each system can be expected to
statistically excel,

RESTRICTIONS ON THE USE OF CLIPER

The CLIPER system provides the forecaster with an estimate of tropical
cyclone displacement based on a least-squares fit to predictors or pre-
dictor functions derived from a storm's initial motion, its past motion,
the present location, the time of year and the storm intensity. Since
synoptic parameters which influence storm motion are not included, the
forecaster must be prepared to make subjective corrections to the
displacements whenever warranted by anomalous pressure-patierns,
Objective techniques to make such corrections are under development and
will be reported on in futurs papers.:

Obvicusly, the errors of the system will be grsater when using indepen-
dent data. This is not so much that the development equations are
tailored to the dependent data but rather that the forecaster does not
always know the current and past storm motion as well as might be desired,
Every effort should be made to define these input parameters as precisely
as possible, Only in this way will the full variance reducmng potential
of the system be realigzed.

Figure 1 showed the spatial distribution of the dependent daﬁa get,
QOccasionally, a storm may be observed outside the bounds'of this set.

In this event, use of the CLIPER equations may well give erratic displace-
ments. Other statistical regression schemes, of course, are subject to
this same restriction,

The statistical significance F-test based on the 3156 sets of depsndent
data, the correlation coefficient and the loss of degrees of freedom
showed that the prediction equations were statistically significant at
well below the 1 percent level. However, the 3156 sets of data are not
entirely independent, effectively lowering the number of cases, But,
even reducing the mumber of observations by 50% still- gives sufficient
statistical significance.

CONCLUSIONS

Development of the CLIPER equations and the resultant error analysis
lead to the following conclusions:

1. Although the CLIPER system, as originally concelved, was
intended as an alternate to HURRAN, its comparative simplicity and
relatively low residual errors justify its use as an independent ohjec-
tive technique.
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2. The error analysis shows that CLIPER outperforms HURRAN on
storms which have recurved into the westerlies. Although HURRAN doss
better than CLIPER on storms which remain in the easterlies, the
difference is quite small,

3. Considprably more variance is explained by the CLIPER system
for gzonal wmotion than for meridional motion, This suggests that the

addition of synoptic predictors should improve the latter more than the
former,

i, The primary predictor for all displacement equations is the
current meridional or zonal component of storm motion, The forscaster
should make every effort to insure that the current (and past 12-hour)
storm motion is described as precisely as the data permit.
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